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1.ONE RANDOM VARIABLE
1.1. Density and Distribution

• In order to completely describe a random 
variable, it is necessary to know not only 
all of the possible values it takes, but also 
how often it takes these values. 

• In other words, it is necessary to know the 
corresponding probabilities.
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1.ONE RANDOM VARIABLE
1.1. Density and Distribution

• The probability that random variable X has 
values less than or equal to x is called 
Distribution Function, or Distribution.

• Some authors also use the name 
Cumulative Distribution Function
(CDF).
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1.ONE RANDOM VARIABLE
1.1. Density and Distribution

• A discrete random variable is only 
defined in discrete points. Does this 
mean that its distribution function only 
exists in discrete points?
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1.ONE RANDOM VARIABLE
1.1. Density and Distribution

Example 1:
P{X=1}=p=3/4 ´, 

P{X=0}=q=1/4.
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1.ONE RANDOM VARIABLE
1.1. Density and Distribution
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1.ONE RANDOM VARIABLE
1.1. Density and Distribution

Example:
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1.ONE RANDOM VARIABLE
1.1. Density and Distribution

• Continuous variable
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1.ONE RANDOM VARIABLE
1.1. Density and Distribution
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1.ONE RANDOM VARIABLE
1.1. Density and Distribution

Example: Discret. Random variable
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1.ONE RANDOM VARIABLE
1.1. Density and Distribution
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1.ONE RANDOM VARIABLE
1.1. Density and Distribution

• Why must the PDF of a discrete random 
variable only have delta functions in 
the discrete values of a random 
variable?
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1.ONE RANDOM VARIABLE
1.1. Density and Distribution

Density and probability
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1.ONE RANDOM VARIABLE
1.1. Density and Distribution
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1.ONE RANDOM VARIABLE
1.1. Density and Distribution

Example: Cont random variable
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1.ONE RANDOM VARIABLE
1.1. Density and Distribution

• D_2_DEMO Probability, Density and
Distribution
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1.ONE RANDOM VARIABLE
1.2. How to estimate Density and Distribution in MATLAB?
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1.ONE RANDOM VARIABLE
1.2. How to estimate Density and Distribution in MATLAB?

• X=rand(1,10000);
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1.ONE RANDOM VARIABLE
1.2. How to estimate Density and Distribution in MATLAB?

The histogram, NN=hist(x,M) shows the 
values Ni, i=1,.., M, (i.e., how many values 
of the random variable X are in each cell), 
where M is the number of cells. If we use 
M=10, we get the following result:

NN = [952, 994, 993, 1012, 985, 1034, 1006, 
998, 1047, 979]. 
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1.ONE RANDOM VARIABLE
1.2. How to estimate Density and Distribution in MATLAB?
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1.ONE RANDOM VARIABLE
1.2. How to estimate Density and Distribution in MATLAB?

• Let Ni be the number of values of the 
random variable X in the i-th cell. Then, 
the probability that the random variable 
belongs to the i-th cell is approximated by 
a quantity Ni/N, called the frequency ratio,

{ } NMXhistNNxiXxiP i /),(/)1( =≈Δ≤<Δ−
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1.ONE RANDOM VARIABLE
1.2. How to estimate Density and Distribution in MATLAB?
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1.ONE RANDOM VARIABLE
1.2. How to estimate Density and Distribution in MATLAB?

PDFi=P{X belongs to the cell i}/Δx=. 
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1.ONE RANDOM VARIABLE
1.2. How to estimate Density and Distribution in MATLAB?
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1.ONE RANDOM VARIABLE
1.2. How to estimate Density and Distribution in MATLAB?
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1.ONE RANDOM VARIABLE
1.2. How to estimate Density and Distribution in MATLAB?

• The MATLAB function cumsum.m
performs this estimation .
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1.ONE RANDOM VARIABLE
1.4. How to estimate Density and Distribution in MATLAB?
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2.TWO-DIMENSIONAL RANDOM VARIABLE
2.1.Independence and Correlation

• Random variables are independent if one 
variable does not have any influence over the 
values of another variable, and vice versa. 

• For nonrandom variables dependency means 
that if we know one variable, we can find the 
exact values of another variable.

• However, dependence between random 
variables can have different degrees of 
dependency. 
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2.TWO-DIMENSIONAL RANDOM VARIABLE
2.1.Independence and Correlation

• To this end, the dependence between variables is 
expressed using some characteristics, like covariance. 

• However, the covariance contains the information, not 
only of dependency of random variables, but also the 
information about the dissipation of variables around 
their mean values. 

• If, for example, the dissipations of random variables X1
and X2 around their mean values were very small, then 
the covariance C X1X2 would be small for any degree of 
dependency in the variables.

• This problem is solved by introducing the correlation 
coefficient (ρX1 X2) 
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2.TWO-DIMENSIONAL RANDOM VARIABLE
2.1.Independence and Correlation

What are the values that the correlation 
coefficient can take?

212121

21

21

21212211 ))((

XXXXXX

XX
XX

XXXXXXXXC
σσσσσσ

ρ −
=

−−
==



9/18/2017 37

2.TWO-DIMENSIONAL RANDOM VARIABLE
2.1.Independence and Correlation

a. The variables are equal

b. Linear dependency of random variables
X2=aX1+b
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2.TWO-DIMENSIONAL RANDOM VARIABLE
2.1.Independence and Correlation
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2.TWO-DIMENSIONAL RANDOM VARIABLE
2.1.Independence and Correlation
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2.TWO-DIMENSIONAL RANDOM VARIABLE
2.1.Independence and Correlation
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2.TWO-DIMENSIONAL RANDOM VARIABLE
2.1.Independence and Correlation

INDEPENDENT R.V.
fXY=fXfY

DEPENDENT R.V.

UNCORRELATED
CXY=0
ρXY=0

UNCORRELATED
CXY=0
ρXY=0

CORRELATED
CXY≠0
ρXY≠0

Positive
Correlation
ρXY>0

Negative
Correlation
ρXY<0
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2.TWO-DIMENSIONAL RANDOM VARIABLE
2.1.Independence and Correlation

• Why is the covariance not zero if the 
variables are correlated?
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2.TWO-DIMENSIONAL RANDOM VARIABLE
2.2.PDF of sum of independent r.v.

• Y= X1 + X2. 
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2.TWO-DIMENSIONAL RANDOM VARIABLE
2.2.PDF of sum of independent r.v.
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2.TWO-DIMENSIONAL RANDOM VARIABLE
2.2.PDF of sum of independent r.v.

D_3_1_DEMO.m: Sum of independent 
random variables
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3. NORMAL RANDOM VARIABLES
3.1. Properties and MATLAB generation

• PDF
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3. NORMAL RANDOM VARIABLES
3.1. Properties and MATLAB generation



9/18/2017 50

3. NORMAL RANDOM VARIABLES
3.1. Properties and MATLAB generation

• Distribution
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3. NORMAL RANDOM VARIABLES
3.1. Properties and MATLAB generation
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3 3. NORMAL RANDOM VARIABLES
3.1. Properties and MATLAB generation

• P. 1: The PDF is symmetrical around its 
mean value.

• P. 2: The PDF has a maximum value in 
x=m .

• P.3:The“3 σ rule”
                mXmP 9973.0}33{ =+≤≤− σσ
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3. NORMAL RANDOM VARIABLES
3.1. Properties and MATLAB generation

• P.4: Sum of normal variables are 
noncorrelated , they are 
independent.les is normal.

• P.5. Linear transform of normal is
normal.

• P.6. If normal variables are 
noncorrelated, they are independent.
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3. NORMAL RANDOM VARIABLES
How to generate a normal r.v. in MATLAB? 

We consider the generation in MATLAB of 
normal variable with an arbitrary mean 
value and variance.

However, the standard MATLAB file 
randn.m generates the normal random 
variable with the mean value 0 and 
variance 1. 
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3. NORMAL RANDOM VARIABLES
How to generate a normal r.v. in MATLAB?

),1(, NrandnXbaXY =+=

222
XY

XY

a

bamm

σσ =

+=

22; a      bm YY == σ .YY mXY +=σ



9/18/2017 56

3. NORMAL RANDOM VARIABLES

• D_4_1_DEMO.m: Normal density and 
distribution

• D_4_2_DEMO.m Linear transformation of 
normal random variable

• D_4_3_DEMO.m Sum of normal variables
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3. NORMAL RANDOM VARIABLES
3.2. Central Limit Theorem

• According to the CLT the sum of N 
independent random variables Xi, each 
of which contributes a small amount to 
the total, approaches the normal 
random variable.
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3. NORMAL RANDOM VARIABLES
3.2. Central Limit Theorem
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3. NORMAL RANDOM VARIABLES
3.2. Central Limit Theorem

• D_4_5_DEMO_1.m Central limit theorem
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4. RANDOM PROCESS
4.1.What does AF tell us and why do we need

it?

• From the definition of an autocorrelation function 
we know that an autocorrelation function is a 
statistical characteristic of a process that is 
obtained by observing the process in two points, 
the same as a joint density function of a second 
order.

• The question which arises is: “why do we need 
an autocorrelation function if we already 
have the second order joint density 
function?”
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4. RANDOM PROCESS
4.1.What does AF tell us and why do we

need it?
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4. RANDOM PROCESS
4.1.What does AF tell us and why do we

need it?
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4. RANDOM PROCESS
4.1.What does AF tell us and why do we

need it?

• P. 1: The maximum value of the 
autocorrelation function is at τ=0.

• P. 2: An autocorrelation function is an 
even function.

• P. 3: The value of an autocorrelation 
function in τ=0 is a mean squared value 
of a process, that is a power of the 
process,

)()0( 2 tXRXX =
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4. RANDOM PROCESS
4.1.What does AF tell us and why do we

need it?

• P. 4: If the mean value of the process 
is not zero, then the autocorrelation 
function has a constant term which is 
equal to the squared mean value.

• P. 5: If a random process is a periodic 
process, then its autocorrelation 
function also has a periodic component 
of the same period as the process 
itself.
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4. RANDOM PROCESS
4.1.What does AF tell us and why do we

need it?

• D_6_1_DEMO.m: Autocorrelation function 
for WSS processes
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