
 

  
Abstract— This paper presents a stereo vision system based on 

a hierarchical matching process using cepstral analysis in the 
disparity detection process. The use of the Cepstrum transform 
as a measure of matching support allows the automatic decision 
of the block size during the analysis of the stereo images. A fast 
Hartley transform algorithm is incorporated for execution time 
improvement. The automatic determination of local similarity 
between two data sets or collections of pixels is fundamental in a 
depth-from-stereo algorithm for numerical evaluation of 
disparities. This measurement process is embedded within a 
coarse to fine stereopsis algorithm, providing an initial depth 
map with the depth information encoded as gray levels. The 
proposed algorithm has been tested using random dot 
stereograms and remote sensing imagery stereo pairs. 
 

Index Terms—cepstrum, images, matching, stereo. 

I. INTRODUCTION 

The correspondence problem in stereo vision 
concerns the matching of points or other primitives, 
such as edges or regions in a stereo pair. Many 
different stereo systems for range determination 
using binocular stereo have been developed. The 
different approaches can be compared by 
considering their camera modeling, feature 
acquisition and matching techniques. Image 
matching is clearly dependent on the choice of 
feature primitives. When the elements to be 
matched are low-level and dense, such as the image 
intensity at each pixel in a neighborhood, the 
matching strategy is called an area-based process 
[1-3], while for sparse and usually more abstract 
and high level features such as edges or zero-
crossings, the process is referred as feature-based 
[4-6]. Several matching techniques have been 
proposed including correlation in the space domain 
[3], phase correlation [8], or windowed Fourier 
phase profiles [7], with some approaches based on 
dynamic programming [5]. In this work an area-
based technique using the Cepstrum transform is 
embedded in the depth-from-stereo algorithm. A 
stereo-motion model with a matching technique 

 
 

based on Cepstrum was developed to be used with 
a sequence of nine images with small disparities 
between consecutive images [9,10]. The Cepstrum 
transform was then proved to be very noise tolerant 
and accurate in the matching procedure. In this 
work, this concept is extended to be used with only 
one pair of stereo images. The range image is 
refined using a median filter to remove possible 
outliers, and a cubic interpolation as the last step. 

II. DISPARITY DETECTION BY CEPSTRUM 
TRANSFORM 

 
Cepstrum transformation was initially developed in 
seismic and acoustic signal processing for echo 
detection. In this work, cepstrum transformation is 
used for finding disparity between corresponding 
areas in every step of the depth-from-stereo 
algorithm described. The power cepstral 
transformation is defined as: 

 where ℑ   is the notation for the Fourier 
transform and i(x,y) is the given image function. 
Let us consider a composed image formed by 
adding the two corresponding blocks of the stereo 
images which are supposed to have a small 
translational difference given by x0 : 
 
i x y w x y w x x y( , ) ( , ) ( , )= + − 0                   (2) 
 
 The Fourier transform of 
i(x,y) is given by: 
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where u and v represent spatial frequencies and 
W(u,v) is the Fourier transform of w(x,y) ; the 
Power spectrum is obtained as: 
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When the logarithm function is applied to the 
power spectrum of i(x,y), the multiplicative terms 
are separated as: 
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                                                       (2.5) 
    Using the logarithm series expansion the second 
term can be expanded into a convergent infinite 
series, the application of the power spectrum 
according to the definition of power spectral 
transformation yields: 
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    This derivation considers only horizontal 
displacements because according to the concept of 
stereo vision, only horizontal disparities between 
corresponding blocks are expected. After removing 
the power cepstrum of w(x,y), the translational 
difference between the two corresponding windows 
can be obtained by inspecting the remaining 
impulse train. In other words, the translational 
difference corresponds to the distance between the 
origin and the location of the first peak in the 
cepstrum plane. A fast recursive algorithm for 
computing the Hartley transform has been 
incorporated [12]. Hartley transform improves the 
excution time by reducing the number of 
multiplications to 2

2
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2
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operations, providing very good results. 

III. HIERARCHICAL SEARCH OF DISPARITIES 

 
    In a non-convergent stereo vision model, the 
depth information is directly derived from the 
disparity between corresponding points. Random 
dots stereograms have been widely used to test the 
performance of stereo vision systems. In a random 
dot stereogram, the disparities are artificially 
generated by introducing horizontal displacements 

in a computer generated image with a pattern of 
random dots. When a stereoscope is used to 
analyze these images the three-dimensional effect 
can be perceived. The goal of any automated depth-
from-stereo algorithm, is to find the disparities 
between corresponding points in the stereo pair 
using some matching technique. Establishing these 
corresponding points is, however, the most critical 
step in the estimation of depth from stereo. In the 
ideal case, the objective is to find disparities 
between every individual pixel in both images, 
however, it is obvious that the intensity value of a 
single pixel is not enough for finding 
corresponding points, so a collection of pixels in a 
neighborhood has to be used to match. The 
approach used in this work is the technique of 
successive refinement of parallax based on 
hierarchical coarse to fine resolution steps [7]. The 
algorithm starts with a partition of the stereo 
images in windows of size 32x32. The two 
dimensional cepstrum is used to obtained disparity 
between corresponding windows in both images. A 
second partition by two is performed in each 
window in order to obtain a correction value of the 
disparity in the corresponding sub-window. This 
quadrant subdivision for coarse to fine search of 
disparities is represented in figure 1. 
 

 
Figure 1. Hierarchical search for disparities. 

 
The coarse disparity assigned initially to the first 
window is modified in every step to determine the 
most detailed disparity information. This procedure 
continues until a window size where no peak can 
be detected through the cepstrum, is reached. In the 
implementation described in this work this point 
was reached usually at a window size of 4x4 pixels. 
A median filter was applied in order to eliminate 
outliers, and a cubic interpolation provided a final 
refining.   
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IV. RESULTS 
 
    A series of synthesized as well as natural stereo 
images were tested to evaluate the depth-from-
stereo algorithm described in this paper. In the first 
case, a random dot stereogram whose underlying 
structure is a four layer pyramid (fig.2) was tested 
yielding good results. If a maximum error of ±1 
pixel is tolerated, the percentage of correct values 
obtained in the case of random dot stereograms was 
90% in average. Figure 3 shows the result. 
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Figure 2.  Random dot stereogram; three layer pyramid. 

 

  
Fig. 3  Range map encoded in gray levels, and isometric view. 

 

 
Figure 4. (a-e) Intermediate results in the hierarchical 

algorithm in five stages. 
 
      This number can be estimated in the case of 
random dot stereograms because they are computer 
generated and we know in advance the correct 
values expected. This is different when real stereo 
imagery was attempted. Figures 4 and 5 show the 

range map of a surface obtained from a stereo pair 
of geographical images. A median filter was 
applied in order to eliminate outliers, and a cubic 
interpolation provided a final refining.  
 

   
 

Fig 5. Stereo pair of geographical images 
 

 
(a) (b) 

 
Fig. 6.  (a) Range map and (b) isometric view of the stereo 

images in fig. 5. 
 

  
 

Fig 7. Stereo pair of geographical images 
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                         (a)                                              (b) 
 
Fig. 8.  (a) Range map and (b) isometric view of the stereo 
images in fig. 7. 

V. CONCLUSIONS 

 
    This paper presented a depth-from-stereo 
algorithm based on disparity detection by cepstrum 
transform as the required matching procedure. In 
this context, cepstrum transform represents a good 
alternative in terms of robustness, accuracy, and 
execution time, to find disparity between 
corresponding blocks. This technique is embedded 
in a coarse to fine search strategy, which provide 
the control between the various scales at which the 
operator is to be applied. The performance of the 
matching procedure was tested using computer 
generated stereograms formed of random dots as 
well as natural stereo images with good results. 
Experimentation with the methodology presented 
for quantitative analysis of surfaces is currently in 
progress.  
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